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Abstract—A connected and autonomous vehicle (CAV) is often
fitted with a large number of onboard sensors and applications
to support autonomous driving functions. Based on the current
research, little work on applications’ access to in-vehicle data has
been done. Furthermore, most existing autonomous driving oper-
ating systems lack authentication and encryption units. As such,
applications can excessively obtain confidential information, such
as vehicle location and owner preferences and even upload it to
the cloud, threatening the security of the vehicle and the privacy
of the owner. In this study, we propose a fine-grained access
control scheme to restrict applications’ access to data in CAVs
(FGAC-inCAVs). First, we present a system model composed of
the following elements: a trusted third party (TTP), which is
a fully trusted authority; perception components like sensors,
which can capture the road information (pictures, videos, etc.);
and multiple applications. Then, a fast attribute-based encryption
(ABE) is presented, and security analysis also shows it is secure
against selective and chosen-plaintext attacks. Furthermore, we
propose a key update scheme based on the Chinese remainder
theorem (CRT). Finally, the theoretical analysis and simulation
experiments demonstrate its feasibility and efficiency.

Index Terms—Access control, attribute-based encryption
(ABE), connected and autonomous vehicles (CAVs), security and
privacy.

I. INTRODUCTION

THE INTELLIGENT autonomous vehicle is the ultimate
development direction of future intelligent vehicles. The

connected and autonomous vehicle (CAV) is a system that inte-
grates environmental perception, planning, decision making,
multilevel driving assistance, and other functions. We can con-
sider CAV to be a sophisticated mobile computer, which has a
large number of onboard sensors and a variety of applications or
services to support autonomous driving functions, such as posi-
tioning, navigation, steering, braking, etc. [1]–[3]. Moreover,
people often want to install entertainment applications to make
driving more enjoyable. Currently, most existing autonomous
driving vehicles utilize the robot operating system (ROS) as
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Fig. 1. Model of CAVs’ internal applications leaking information.

a communication middleware that facilitates communications
between different service parts [4]. The controller area network
(CAN) protocol is also a popular standard for the in-vehicle
networks [5], [6]. However, these networks suffer from a grave
security problem: there is no authentication unit for message
passing [7]. Hence, an attacker can target a sensor, a control
unit, or a computing unit maliciously and even assume control
of the vehicle, leading to serious traffic accidents [8]. With the
multitude of communication interfaces, it is very difficult, or
even impossible, to reliably control entry points into the vehicle
or shield the vehicular network with firewalls.

Safety is the most important requirement for CAVs because
there can be no human intervention by drivers [9]. As men-
tioned above, to ensure the normal operation of the vehicle,
dozens of applications are assembled, generating a mass of
data in real time [10]. As shown in Fig. 1, large applica-
tions have access to sensitive data and resources on the CAV,
risking access to the vehicle’s confidential information by
unrelated applications or even their upload to remote cloud
servers [11], [12]. In this way, attackers can use specific appli-
cations to steal the core data of the vehicle and then leak the
private user information. An example of this would be the
unauthorized access, by a vehicle-mounted music application,
to onboard GPS information, compromising the vehicle’s loca-
tion information and exposing the CAV to security and privacy
risks; such access may even cause traffic accidents, threatening
both personal and public safety.

The aforementioned threat arises from the fact that CAV
users cannot control the access capacities of CAV applications
to sensitive resources. To meet the increasing demand for
reliability, a CAV should have the ability to better control
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applications’ access to resources within the vehicle, avoiding
situations where applications have excessive permission [13].
For instance, in-vehicle video can provide road relaxation
services for passengers, but this service does not need to access
sensor perception data necessary for navigation applications,
such as road obstacle picture or traffic environment video to
name a few. Thus, we can further enhance the privacy and
security of the vehicle by restricting unrelated applications’
access to internal data. Therefore, it is crucial for CAVs to
properly manage applications’ access to in-vehicle data and
providing a fine-grained data access control scheme for CAVs
is truly essential to maintain their security.

Previous research on CAVs has mainly focused on path
planning and road navigation. Some works have also studied
the perception of autonomous vehicles of the road envi-
ronment, scene modeling, and vehicle obstacle avoidance.
Unfortunately, however, very little research has been done on
the security of CAVs [7]. Video or other data can be accessed
by multiple applications simultaneously and each application
can access many types of data according to its needs. Adopting
an access-control algorithm suitable for CAVs to manage the
data access of applications reasonably can effectively improve
their security and privacy. Despite its benefits, the access con-
trol scheme for CAVs is challenging as it should satisfy the
following requirements we have identified.

1) R1: The scheme should flexibly manage the permis-
sion of the applications to in-vehicle data and deal with
complex access control requirements.

2) R2: None of the applications should be able to bypass
the access policy restrictions applied to the vehi-
cle. Applications can only access the relevant vehicle
resources within the scope of their authority.

3) R3: The additional cost brought on by the security
alorithm should not be too large as it will negatively
impact the performance and affect the normal function
of the vehicle.

In this study, we provide a privacy-preserving fine-grained
access control scheme for CAVs that effectively manages
applications’ access to vehicle private data. Through this
scheme, applications can only obtain data according to their
access policies. The novelty of our proposal lies in presenting
a fast key-policy attribute-based encryption (KP-ABE) algo-
rithm and applying it to autonomous driving for the first time,
achieving the isolation and flexible distribution of in-vehicle
data. Our main idea is to use the advanced encryption standard
(AES) and attribute-based encryption (ABE) to encrypt the
vehicle perception data (pictures, videos, etc.) and allow only
the applications that satisfy the access policy to obtain their
relevant data. Herein, we emphasize that we only deal with
the real-time data stream, not the massive amount of data that
is previously stored in the CAV, as it has little significance for
the encryption of historical perception data with the change
of vehicle location. Furthermore, the computing capacity of
the vehicle is limited and encrypting only the real-time data
stream to achieve privacy protection can save costs. The main
contributions of this article are as follows.

1) To the best of our knowledge, this is the first access
control scheme for CAVs. With the proposed scheme,

applications will be unable to access unauthorized data
beyond their scope of service, improving the security
and privacy of CAVs. Furthermore, theoretical analy-
sis and simulation experiments show its validity and
feasibility.

2) We propose a fast KP-ABE algorithm because it reduces
the encryption/decryption requirements to one pair-
ing/two pairings; its implementation also shows a better
performance compared to other security schemes.

3) The proposed scheme allows users to personalize access
policies so that each CAV user can define preferences
according to their needs. In addition, we present a key
update strategy based on the Chinese remainder theorem
(CRT).

The remainder of this article is organized into eight sections.
Section II introduces some related work. Section III describes
preliminary knowledge and technical background relevant to
this study. Afterward, we present the system model and the
attack model in Section IV. Then, we give the detailed scheme
in Section V and the specific security analysis of the proposed
scheme in Section VI. Next, the cost of computation and com-
munication is discussed in Section VII. The implementation
in Section VIII shows the feasibility of the scheme. Finally,
we carry on the conclusion in Section IX.

II. RELATED WORK

In this section, we introduce some previous works from
autonomous vehicles, ABE, and its application in pub/sub
system.

Jo et al. [14], [15] presented the autonomous distributed
driving system, a development process, and a system plat-
form for the heterogeneous computing system. At the same
time, Jo et al. expounded the core algorithm of driverless vehi-
cles and the feasibility and effectiveness of their schemes by
combining case studies. In recent years, many scholars have
done a lot of research on vehicle path planning, 3-D modeling,
automatic obstacle avoidance, and other behaviors [16]–[20].
However, there is little research on the security of internal
resource access of autonomous vehicles.

Sahai and Waters [21] first introduced the notion of ABE,
then two types of attribute encryption schemes: KP-ABE and
ciphertext-policy ABE (CP-ABE) were formally and systemat-
ically defined by Goyal et al. [22] and Bethencourt et al. [23].
In a KP-ABE system, the ciphertext is labeled with a
set of specific attributes and the decryption key is asso-
ciated with an access structure, only the party whose
attributes match the access policy can acquire the key
to decrypt the message. Ostrovsky et al. [24] further
extended and proposed an ABE scheme with nonmono-
tonic access structures that can handle any access formula,
these were applied to achieve practical broadcast encryp-
tion by Lewko et al. [25] and Boneh et al. [26]. Since
then, more scholars have been committed to fast encryp-
tion/decryption, outsourced encryption and decryption, and
unbounded ABE [27], [28].

Thanks to the characteristics of ABE, it has been widely
applied to numerous fields. A popular instance is that to
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protect sensitive messages, several works have been done
to apply ABE to publish and subscribe (pub/sub) system,
which defines a one-to-many dependency that allows multiple
subscriber objects to listen on a topic object at the same
time [29]. Pal et al. [30] presented P3S, a publish–subscribe
middleware mainly adopting CP-ABE and PBE, to protect
the privacy of the subscriber interest and confidentiality of
published content. Thatmann et al. [31] used a group con-
troller and ABE to encrypt data on update procedures to
protect communication in Internet of Things (IoT). Then,
Yang et al. [32] introduced a privacy protection scheme for
cloud platforms so that the publishers can manage the access
to messages and the privacy of the subscriber can also be pro-
tected. Furthermore, the scheme in [33] can resist collusion
attacks between untrusted brokers and malicious publishers or
subscribers.

III. TECHNICAL BACKGROUND

In this section, we briefly cover the preliminary knowledge
used in the proposed scheme.

A. Key-Policy Attribute-Based Encryption

In the KP-ABE scheme, the ciphertext is marked by an
attribute set published by the authority while the key is gen-
erated according to an access structure which can be defined
by users. The data owner can use KP-ABE to encrypt the
information and label the ciphertext with attribute sets. Only
the users satisfying the access policy can gain the private key
to decrypt the corresponding ciphertext. A KP-ABE scheme
consists of the following polynomial-time algorithms.

Set-Up λ → (PK,MK): This randomized algorithm takes
a security parameter 1λ as input, and outputs the public
parameter PK as well as a master key MK.

Encryption (PT,γ ,PK) → CT: The encryption algorithm is
a randomized algorithm, it inputs a message PT in plaintext,
a set of attributes γ used in this step, and the public parame-
ter PK generated in Set-up, then it outputs the ciphertext CT
associated with the attribute set.

KeyGen (AS,MK) → sk: This randomized algorithm is to
generate the private key for decryption. It generates a private
key sk based on an access tree AS and the master key MK [34].

Decryption (CT,sk) → PT: This is a deterministic algorithm
which inputs the ciphertext CT associated with the attributes
γ , a private key sk associated with the access structure AS, then
it can output the message PT if the attribute set γ satisfies AS.

B. Linear Secret-Sharing Schemes

We first introduce a definition as follows.
Definition: A scheme � that includes several parties Pa is

called a linear secret-sharing scheme (LSSS) (over Zp) if it
satisfies the following conditions.

1) Each shares of the secret can form a vector in the Zp.
2) There is a share-generating matrix M with l rows and

n+1 columns. The map δ which is responsible for map-
ping the ith(i = 1, . . . , l) row of M to a party x′

i (x′
i ∈

Pa). Then, the column vector is v = (se, c1, c2, . . . , cn),

where se ∈ Zp is the secret to be shared, and c1, . . . , cn

are random numbers chosen from Zp.
Furthermore, we define a submatrix Mk according to �, which
includes k shares of the secret s.

As defined above, the linear reconstruction property used
in LSSS can be described as follows. Suppose that X is an
LSSS. AS is an access structure constructed according to the
policies and Sattr (Sattr ∈ AS) is a set of authorized attributes.
Pa ⊂ {1, 2, . . . , n} can be expressed as Pa = {i : xi ∈ Sattr}.
If {λi} are valid shares of secret se, then we can use a set of
constants {wi ∈ Zp}i∈Pa to compute the secret, because there
exists an equation as

∑
i∈Pa

wiλi = se.

C. Decisional Bilinear Diffie–Hellman Assumption

Let G1, G2 be two multiplicative cyclic groups of prime
order p, it then picks a random generator g ∈ G1. In addition,
let e : G1 × G1 → G2 denote a bilinear map. We say that the
bilinear map e : G1 × G1 → G2 is efficiently computable and
symmetric, so there exists an equation e(gj, gk) = e(g, g)jk =
e(gj, gk). We now state an assumption as follows.

The decisional bilinear Diffie–Hellman (BDH) assumption
is that the tuple (g, H = gh, I = gi, J = gj, e(g, g)hij) and the
tuple (g, H = gh, I = gi, J = gj, e(g, g)z) cannot be distin-
guished by a probabilistic polynomial-time (PPT) algorithm
Q with more than a negligible advantage [35]. Herein, the
advantage of Q is defined as
∣
∣
∣Pr

[
Q

(
H, I, J, e(g, g)hij = 0

]
− [

Q
(
H, I, J, e(g, g)z) = 0

]∣∣
∣

where h, i, j, z in Zp, the generator g in G1 is randomly chosen,
and the random bits are consumed by Q. So the advantage has
probability.

D. Chinese Remainder Theorem

Let j1, j2, j3, . . . , jn be n pairwise relative prime positive
integers, and let k1, k2, . . . , kn be n arbitrary integers. Then,
CRT states that the pair of congruences

XCRT ≡ k1(mod j1)

XCRT ≡ k2(mod j2)
...

XCRT ≡ kn(mod jn)

has a unique solution modulo j1, j2, j3, . . . , jn. To compute the
unique solution, suppose J = j1, j2, j3, . . . , jn, we can compute
the unique solution XCRT as shown: XCRT = ∑n

i=1 jiJiJ′
i(mod

J), where Ji = J/ji and J′
i is the multiplicative inverse of

(Ji mod ji), i.e., JiJ′
i ≡ 1(mod n).

IV. SYSTEM MODEL AND ATTACK MODEL

In this section, we first present the system model of our
scheme. There are mainly three entities: 1) trusted third party
(TTP); 2) applications; and 3) perception components. Then,
we briefly introduce the attack model.
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Fig. 2. Distributed system of CAV.

A. System Model

As shown in Fig. 2, the proposed privacy-preserving data
access control scheme involving the following entities.

Trusted Third Party: TTP is a fully trusted authority and
responsible for access policy, key, attributes management and
key, and attributes distribution.

Applications: It includes many service modules which need
to acquire environmental information, road conditions, and so
on to maintain the normal operation of vehicles. These applica-
tions will make every effort to obtain unauthorized resources,
so there is a risk of privacy leakage. In our scheme, users can
customize the access rights of the applications, and only the
authorized application can obtain the key of relevant content
for decryption.

Perception Components: It consists of a lot of perception
subassembly (such as sensors, radars, GPS, etc.) to col-
lect video image information of the road, vehicle location
information, and so on, it also conducts information fusion
processing to support the upper application after capturing
environmental information. These perception components can
use AES to encrypt data in our scheme.

Communication Unit: It provides a connection for shar-
ing information between application softwares, sensors, and
actuators.

B. Attack Model

In our scheme, we assume the TTP is a fully trusted
authority and the communication channels between entities
are secure. Applications are not malicious but can be mali-
cious adversary used to try to access resources beyond their
privileges and collude with other unauthorized applications.

Our encryption scheme can resist selective attack and
chosen-plaintext attacks by most of the existing literature on
ABE. Below is the formal definition.

Definition 1: The ABE scheme is secure under the selective
model and chosen-plaintext attack model, if the probability
that any adversary Ã win the game defined below is no more
than a negligible advantage in any polynomial time.

Game: We build a game played between a challenger, an
adversary Ã, and a simulator B̃ to prove the security of the
main construction in the proposed scheme. This game will

run in the selective-set model based on the assumption that
the decisional BDH problem is hard to solve. The game is
defined in these steps.

1) Init: First, the adversary Ã declares the set of attributes
γ to be challenged upon and submits the challenge
ciphertext policy to the challenger.

2) Setup: The challenger inputs a security parameter 1λ

and runs the Set-up algorithm of ABE, then it passes
the master key MK and the public parameters PK to the
adversary Ã.

3) Phase 1: The adversary Ã is allowed to adaptively make
a polynomial number of queries for many private keys,
where attributes γ may not satisfy the access structures.
Then, the simulator B̃ runs its own key generation oracle
and the query result will be returned to the adversary Ã.

4) Challenge: The adversary Ã submits two messages of
equal length M0 and M1. The challenger randomly
encrypts the message Mc (c ∈ {0, 1}) under the attribute
set γ . Then, the ciphertext C computed by Mc is given
to the adversary.

5) Phase 2: The adversary Ã makes queries as in Phase 1
does with some restrictions.

6) Guess: The adversary Ã outputs a guess c′ of c. In
the selective-set model, the adversary should submit
the challenge policy to the challenger before the Setup
phase. But there is no need to add an Init phase when
we prove the proposed scheme is CPA-secure.

V. PROPOSED SCHEME

This section details the proposed scheme, that mainly includes
five phases: 1) system initialization; 2) key generation; 3) data
encryption; 4) data decryption; and 5) key update.

The main purpose of the proposed scheme is to build a
resource fine-grained access-control scheme for applications
in CAVs to improve privacy and security [36], [37] as demon-
strated in Fig. 3. The proposed scheme designs a fast KP-ABE
algorithm based on LSSS, in which encryption requires only
one bilinear pairing operation and decryption requires two
pairings. We take advantage of AES to encrypt the real-
time perception data inside an autonomous vehicle, then ABE
encrypts the key of AES to achieve fine-grained access control
of data. The TTP is in charge of the management of attributes,
access policies, and the distribution of keys to the qualified
applications to decrypt the corresponding ciphertext. What is
more, we also analyze the update of the key. Finally, our focus
is to create a more secure fine-grained access-control algorithm
that allows users to personalize and flexibly limit the applica-
tions’ access to resources within a CAV [38]. The definitions
and related notations are shown in Table I and the process of
communication in the proposed scheme is presented in Fig. 5.

A. System Initialization

Let g ∈ G1 be a random generator to build a bilinear group
G1 of prime order p, the size of the groups will be determined
by the system security parameter 1n. In addition, we denote a
bilinear map e : G1 ×G1 → G2. What is more, we describe an
ABE algorithm with universe U. Herein, the attribute strings
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Fig. 3. Framework of the proposed access-control system.

TABLE I
DEFINITIONS OF NOTATIONS

can be transformed into a series of integers {1, . . . , U} in Zp
∗

by a collision resistant hash function H : {0, 1}∗ → Zp
∗.

1) Parameters Set Up: TTP first runs the Setup algorithm
to construct a bilinear map e. Then, it chooses a, b ∈ Zp ran-
domly, and lets g1 = ga, g2 = gb, the secret α is set as
α = a ·b. TTP chooses two hash functions H1 : {0, 1}∗ → Zp,
H2 : {0, 1}∗ → G1, as well. Finally, it generates a system
master key MK, and public parameters PK as

MK = α (1)

PK = (g, g1, g2, H1(·), H2(·), e(g, g)α). (2)

Fig. 4. Example of the access structure.

2) Access Policy and Attributes Generation (Access
Structure): Let following be a set of parties: {P1, . . . , Pn},
an access structure (resp., monotone access structure) is a col-
lection (resp., monotone collection) AS of nonempty subsets
of {P1, . . . , Pn}, i.e., AS ⊂ 2{P1,...,Pn}.The sets in AS are called
the authorized sets, and the sets not in AS are called the unau-
thorized sets. In our context, the role of the parties is taken by
the attributes. Thus, the access structure AS will contain the
authorized sets of attributes.

Users can personalize a set of access control policies for
fine-grained management of applications’ access to system
resources, further enhancing system security and privacy. So
TTP needs to generate a set of attributes U and manage these
authorized attribute sets.

Furthermore, as shown in Fig. 4, it generates a set of access
structures AS represented as a collection of trees according to
the access policy, which is to be used in the key generation for
the next step. Each leaf of the access tree is labeled with a pair
(attribute : value) and the nonleaf nodes represent threshold
gates, e.g., “AND” and “OR.” Furthermore, the access struc-
ture AS can be convert to (Ma, �), where Ma is an l × (n + 1)

share-generating matrix for LSSS � and � is a function that
maps from the rows of the matrix to corresponding attributes.
Remarkably, each row of Ma is associated with an attribute,
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and we use xi to represent the attribute underlying ith row
of Ma.

3) Application Authentication: Every application should be
authenticated by TTP and identified as a tuple (IDApp, θ),
where IDApp is an identifier made up of a unique serial
number, and θ is a collection of tags which can be writ-
ten as θ = {θ1, θ2, . . . , θm}. Notably, we let each tag θ be
defined as (attribute: value). For example, an advanced driver-
assistant application may be expressed as [IDApp = 0708,
θ = (Location: GPS, Recognition: Yes)], here “0708” is
the application’s identifier assigned by TTP, “Location: GPS,
Recognition: Yes” means the corresponding value of the
attribute “Location” is “GPS” and the attribute “Recognition”
has the value “Yes.”

B. Key Generation and Distribution

In this step, TTP will generate a decryption key according
to the access structure AS, then distribute these keys to the
authorized applications whose tag attributes satisfy the corre-
sponding access structure (i.e., AS = 1). The processes are
explained in detail as follows.

1) Key Generation: TTP generates the decryption key
according to the access policy. If a ciphertext’s label attributes
satisfy the access structure AS (AS = 1), then the key can
decrypt this ciphertext. First, TTP converts the access pol-
icy to an access structure AS; then, we set α as the secret
to be shared and apply LSSS II to obtain shares {λi}. The
ith(i = 1, . . . , l) row of Ma is associated with attribute xi ∈ γ .
For each i, we also randomly choose a value ri ∈ Zp. Then,
the TTP generates the decryption key materials as follows:

Ki =
(

K(1)
i = gλi · H2(x)

H1(x)·ri , K(2)
i = gH1(x)·ri

)
. (3)

The key SK = {K(1)
i , K(2)

i }.
2) Key Distribution: TTP will distribute private key SK to

those applications which possess an attribute set S that satisfies
the access structure, i.e., AS(S) = 1. This ensures that only
applications that meet user-defined access policies can obtain
the key to decrypt the relevant data.

C. Data Encryption

The sensor module receives a collection of authorized
attributes, next it encrypts the perception data in real time
with AES, then encrypts the key of AES under a set of d
attributes γ ∈ U. (We assume that the sensor only processes
the real-time data stream, main reason is that the historical
data stored in the vehicle is too expensive to encrypt and the
encryption is of little significance because the vehicle’s data
are time sensitive.) The sensor module chooses a value s from
Zp randomly and a random set {sx}x∈γ , where s = ∑

x∈γ sx. It
outputs the ciphertext with the attribute set as

E =
(

γ, E(1) = M · e(g1, g2)
s, E(2) = gs

{
E(3)

x = H2(x)
sx
}

x∈γ

)

. (4)

D. Data Decryption

If ciphertext’s label does not satisfy AS, then the
message cannot be decrypted by application. Otherwise, when
AS(γ ) = 1, applications that hold the relevant keys can
gain access permission. Suppose γ satisfies AS, we make
ζI = {i : xi ∈ γ } be a series of arguments and {wi}i∈ζI ∈ Zp

be a set of constants such that
∑

i∈ζI
wi · λi = α, decryption

procedure computes as follows:

Di =
e
(

E(2), K(1)
i

)

e
(∏

x∈γ E(3)
x , K(2)

i

)

= e
(
gs, gλi · H2(x)H1(x)ri

)

e
(∏

x∈γ H2(x)sx , griH1(x)
)

= e
(
gs, gλi

) · e
(
gs, H2(x)riH1(x)

)

e
(

H2(x)
∑

x∈γ sx , griH1(x)
)

= e
(
gs, gλi

) · e
(
gs, H2(x)riH1(x)

)

e
(
H2(x)ri·H1(x), gs

)

= e(g, g)s·λi . (5)

Finally, the applications can decrypt the data by computing

E(1)

∏
i∈ζI

Dwi
i

= M · e(g1, g2)
s

e(g, g)
s·

(∑
i∈ζI

λiwi

) = M. (6)

E. Key Update

In this scheme, two key update strategies based on the CRT
is presented: 1) membership change-based update and 2) time-
based update [39]–[42]. Now, let us delve into the details of
key update strategies.

1) Initialization: TTP picks private keys pk1, pk1, . . . , pkn

for each application, where pk1, pk1, . . . , pkn are pairwise pos-
itive integers; and generates an initial group key gk randomly.
Then, we build the congruence system as follows (suppose
there are n applications for this group):

X ≡ k1
(
mod pk1

)

X ≡ k2
(
mod pk2

)

...

X ≡ kn
(
mod pkn

)
. (7)

Here, ki is computed as gk ⊕ pki, for all i ∈ {1, 2, . . . , n}.
Everytime the X being computed out, TTP can simply submit
this value of X to all applications that have been authenticated.
Obviously, every application can share the group key gk by
simply doing one XOR operations and one modulo.

2) Membership Change-Based Update: When the loaded
application changes, the corresponding group secret key
should also be updated to ensure that new members get the
key and that leaving group members can no longer access the
relevant resources.

1) Member Join: As mentioned earlier, when an application
joins a group, it should first be authenticated by TTP and
obtain the corresponding key according to the access
structure. Then, TTP will pick a private update key pk′
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Fig. 5. Process of communication between the sensor, TTP, and application in the proposed access-control scheme.

for the new application (pk′ is also a pairwise positive
integer) and choose a new group key gk′. We use X′ to
represent new value of X, it can be updated as follows:

X′ ≡ k1
(
mod pk1

)

...

X′ ≡ kn
(
mod pkn

)

X′ ≡ k′(mod pk′). (8)

2) Member Leave: When members leave, we should update
the decryption key of all applications to prevent unau-
thorized applications from decrypting the corresponding
ciphertext using the old key. All we need to do is take
the private key pki out of our congruent system, choose
a new set of keys, then calculate a new X value.

3) Time-Based Update: In addition to the above update
strategy, we add a regular update policy to our key update
scheme. At certain intervals, TTP will update all the keys
to improve the security. In this strategy, TTP only needs to
compute the new value of X according to the new group key
and broadcasts it to every application. Note that it does not
have to recompute the intermediate results such as MiMi

′, i ∈
{1, 2, . . . , n} every time, these results can be saved to improve
the update efficiency.

VI. SECURITY ANALYSIS

In this section, we prove the proposed KP-ABE scheme is
safe under the selective model and the CPA model. Then, we
analyze the security of the whole access control scheme.

A. Security Proof

We now prove that the security of the proposed ABE against
selective attack in the attribute-based selective-set model based
on the assumption that the decisional BDH is hard to break.

Theorem 1: If there exists an adversary that can break
through our construction in the attribute-based selective-set
model, then there can be a simulator to break the decisional
BDH assumption with a nonnegligible advantage.

Proof: Suppose there is an adversary Ã can break our
ABE scheme with advantage ε in polynomial time under the
selective-set model, and then we can prove that there exists
a simulator B̃ can win the decisional BDH game with a
probability of no less than ε/2.

Let the challenger pick a generator g ∈ G1 and set an effi-
cient bilinear map e : G1 × G1 → G2. Then, the challenger
flips a fair binary coin ϕ, and the result cannot be seen by
the simulator B̃. If ϕ = 0, the challenger sets the tuple as
(A, B, C, D) = (ga, gb, gc, e(g, g)abc); otherwise, it makes the
tuple as (A, B, C, D) = (ga, gb, gc, e(g, g)z), where a, b, c, z is
randomly chosen from Zp.

Init: B̃ runs adversary Ã, then Ã outputs a challenged
attribute set γ , which has d elements of Zp∗.

Setup: B̃ sets the public parameters g1 = A = ga,
g2 = B = gb and computes α as α = a · b, where a, b are ran-
domly chosen from Zp. Now, we can write the attribute set as
γ = {x1, x2, . . . , xd}, then B̃ will program the random oracle
H1(x), H2(x).

H1, H2 Hash Query: When adversary Ã makes queries to the
oracle on x (x belongs to U). If such a query has been answered
by B̃, B̃ will merely return the same result. Otherwise, it
randomly chooses zx, Tx, fx, t ∈ Zp and responds as follows:

H1(x) =
{

Tx, x ∈ γ

zxTx, x /∈ γ
(9)

H2(x) =
{

gfx , x ∈ γ

gfx gt, x /∈ γ.
(10)

Then, the public parameters PK will be assigned as PK =
(g, g1, g2, e(g, g)α, H1(·), H2(·)) and given to adversary Ã.
Observe that all parameters are well distributed due to the
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random values of α, zx, Tx, fx, t and consistent with the actual
distribution.

Phase 1: Adversary Ã adaptively makes a set of key queries,
no matter wether the challenge attribute sets γ satisfy the
access structures or not. Now, suppose Ã requests the secret
key corresponding to an access tree AS, where AS(γ ) = 0.
To successfully generate the decryption key, the simulator B̃
should to do the following according to the LSSS �.

B̃ first parses the access structure AS as (Ma, �), where Ma
is a l× (n+1) share-generating matrix for LSSS � and � is a
function that maps from the rows of the matrix to correspond-
ing attributes. Remarkably, each row of Ma is associated with
an attribute, and we use xi to represent the attribute underlying
the ith row Mai. What is more, the column vector can be rep-
resented as col = (s, c1, c2, . . . , cn), among them s stands for
secret to be shared in the secret-sharing scheme (s = 1 means
that we can reconstruct the secret) and c1, c2, . . . , cn are ran-
domly chosen from Zp. In addition, each row of Ma can be
treated as a share and we can write the submatrix composed
of T shares of s as MT [i.e., for i ∈ MT, �(i) ∈ γ ].

According to the linear secret sharing system �, if such
a column vector (1, 0, . . . , 0) exists in the span of MT , then
these parties associated with MT can reconstruct the secret. To
see that this is well defined, consider that since AS(γ ) = 0,
then we cannot find the vector (1, 0, . . . , 0) in the span of Mi.
In other words, this vector has no linear dependence of the
rows of MT .

To choose a secret, we first define a random vector vec =
(v1, v2, . . . , vn+1) ∈ Zp

n+1, which has n + 1 dimensionality.
Thus, such vector that satisfies the proposition only if Ma ·
vec = 0 and (1, 0, . . . , 0) ·vec = v1 = 1 then the vector vec is
linearly independent of matrix Ma. Next, the simulator B̃ can
generate a specific key used to share the secret with vec. The
shares are computed as λ = Ma · vec.

Through the above steps, how to distribute shares to enti-
ties labeled with attributes has been shown. We also proved
these shares have no dependence on a, b. Next, we turn to
introducing the step to generate decryption key material.

If xi ∈ γ , λi is independent of all secrets, B̃ randomly
chooses a parameter ri ∈ Zp, then the key material can be
computed as follows:

Ki =
(

Ki
(1) = gλi· · H2(x)

H1(x)·ri , Ki
(2) = gH1(x)·ri

)
. (11)

If xi 
∈ γ , let g3 = gλi and randomly pick w′
i ∈ Zp, set

Ki
(1) =

[
g3

−(fx+t)zxTx
]zxTx

g3

(
gfx gt

)zxTxwi
′

(12)

Ki
(2) =

(
gwi

′ · g3
−zxTx

)zxTx
. (13)

Claim 1: The decryption key produced by the simulation
above is valid; furthermore, it has identical distribution as
the key generated by the actual ABE scheme if the public
parameter is same.

Proof: We now prove this claim used the following
specific case.

If xi ∈ γ , simulation produces the key material that is same
as the key generated by the actual ABE scheme.

Otherwise, xi 
∈ γ , let ri = wi
′ − λizxTx, we can compute

as follows:

Ki
(1) =

[
g3

−(fx+t)zxTx
]zxTx

g3

(
gfx gt

)zxTxwi
′

= gλi
(

gfx gt
)−zxTx·zxTx·λi

(
gfx gt

)zxTxwi
′

= gλi
(

gfx gt
)(wi

′−zxTx·λi)·zxTx

= gλi · H2(x)
H1(x)·ri (14)

Ki
(2) =

(
gwi

′ · g3
−zxTx

)zxTx

= (
gri+λizxTx · g3

−zxTx
)zxTx

= grizxTx

= gri·H1(x). (15)

Challenge: Adversary Ã will choose two challenge mes-
sages of equal length M0, M1 and send them to B̃. Then, B̃
flips a fair binary coin to get a random result u used to encrypt
the message Mu. The ciphertext will be computed as follows:

E =
(

γ, E(1) = MuZ, E(2) = C,
{

Ex
(3) = Cfx

}

x∈γ

)

. (16)

If ϕ = 0, we have (A, B, C, D) = (ga, gb, gc, e(g, g)abc).
Therefore, the ciphertext E is a valid random encryption of
Mu according to attributes γ .

Otherwise, let D = e(g, g)z; then E(1) can be calculated as
E(1) = MuD. Hence, E(1) is an element of group G2 from Ã’s
view. Meanwhile, the encryption does not leak any information
about Mu as well.

Phase 2: The simulator B̃ just do the same behavior as in
Phase 1, except with some restrictions.

Guess: The adversary Ã outputs a guess u′ of u. If u′ = u, B̃
will let ϕ∗ = 0 to express there was a valid BDH-tuple; else,
the simulator will output ϕ∗ = 1 to show it has been given a
random four-tuple.

As mentioned above, if ϕ = 1 the adversary cannot gain any
information about u. So we get the advantage Pr[u 
= u′|ϕ =
1] = 1/2. Since ϕ∗ = 1 when u 
= u′, we finally compute
Pr[ϕ = ϕ∗|ϕ = 1] = 1/2.

Otherwise, when ϕ = 0 the adversary Ã only gets a cipher-
text. In our assumption, the adversary’s advantage in this
situation is ε. So we have Pr[u = u|ϕ = 0] = 1/2 + ε.
Since there exists ϕ∗ = 0 if u = u′, finally we can compute
out the probability Pr[ϕ = ϕ∗|ϕ = 0] = 1/2 + ε.

Consequently, as defined by the adversary advantage func-
tion, the probability to break the decisional BDH difficult
problem is 1/2(Pr[ϕ = ϕ∗|ϕ = 1] + Pr[ϕ = ϕ∗|ϕ = 0])
− 1/2 = 1/2(1/2 + 1/2 + ε) − 1/2 = ε/2.

B. Security Analysis

1) Message Confidentiality: The proposed scheme compen-
sates for the lack of authentication and encryption units in
CAVs. Meanwhile, based on the difficulty of the decisional
BDH math problem, the confidentiality of messages is guar-
anteed. The security of the adopted algorithm has been proved
in the previous sections.
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TABLE II
COMMUNICATION COST ANALYSIS

2) Conditional Identity Privacy: The sensors are identi-
fied by a set of sequences {SN1, . . . , SNn} assigned by TTP,
while the encryption of message is only associated with a
set of attributes γ ∈ U. Thus, the applications cannot know
which sensor node the ciphertext comes from and other iden-
tity information, which guarantees the privacy of the sensor
node identity [43].

3) Fine-Grained Access Control: In this proposed scheme,
users can customize a series of access rules to limit the access
of the application to system resources. TTP makes the decryp-
tion key available only to the applications that meets the access
structure (AS = 1) by generating the relevant access tree AS,
thus achieving the personalized fine-grained access control.

4) Collusion Attack: In LSSS, collusion is necessary but
not avoided. However, the proposed scheme can resist the
collusion attack between unauthorized applications. Suppose
there are two malicious applications A and B that meet only
partial access conditions, each of them is unable to obtain the
key, and thus attempt to collude. But the proposed scheme can
resist this collusion attack. In our KP-ABE scheme, the key is
only generated by TTP through the access tree and distributed
to the application that complies with all the requirements. So
our scheme does not allow unauthorized applications to col-
lude to bypass the access policy to obtain the key and illegally
access-related resources.

VII. ANALYSIS OF COMPUTATION AND

COMMUNICATION COSTS

Herein, we analyze the cost of the proposed scheme; and
also show the results of comparison with other schemes in
Tables II and III.

Notations of related operations and some letters are defined
as follows.

1) Q: Nodes that satisfy the access structure.
2) E1: Exponentiation operation in group G1. The cost

(time) of this operation is about 0.694 ms.
3) E2: Exponentiation or multiplication in group G2. The

cost (time) of this operation is about 0.712 ms.
4) e: Bilinear pairing operation. The cost (time) of this

operation is about 5.086 ms.

TABLE III
COMPUTATION COST ANALYSIS

5) H(∗): Hash function operation. The cost (time) of this
operation is about 0.001 ms.

6) L∗: The bit length of element in *.

A. Communication Cost Analysis

We analyze the communication cost of our ABE in each
phase and contrast with other schemes, then list the results in
Table II.

Specifically, the public parameter PK in the proposed ABE
scheme is O(1) group elements, then we can compute the
communication cost of PK, MK as 3LE1 +LE2 +2LH and LZp ,
so the proposed scheme can be extended to large universe.
When generating a key, TTP needs to distribute the key to
an application that meets the access structure, the overhead of
this phase is 2LE1 . To access system resources, it needs to get
the key first, then to decrypt the corresponding data. So the
cost of sending a ciphertext is (d + 1)LE1 + LE2 .

Goyal et al. [22] adopted the Lagrange polynomial interpo-
lation method in decryption, and the size of public parameters
PK is linear with the size of attributes universe. The commu-
nication cost of PK, MK is nLE1 + LE2 and (n + 1)LE1 + LZp .
Bethencourt et al. [23] proposed a CP-ABE scheme. In their
scheme, the size of ciphertext includes two group elements
for each leaf node of the access tree and the decryption key
consists of two group elements for every attribute given to
the application. So the size of the key is big, we can repre-
sent the cost of sending a key as (2n + 1)LE1 . Construction
in [24] can handle any access formula involving AND, OR,
NOT, and threshold operations based on nonmonotonic access
structures. It also used the Lagrange polynomial interpolation
method, so the cost of communication is big. In [27], the pri-
vate key added the “helper values” whose size is increased by
an element of |�|, where � is the distinct attribute set used in
the step of generating the private key.

Above all, as can be seen from the comparison results in
Table II, our scheme has a lower communication overhead on
the basis of achieving the same security, and is more suitable
for the internal environment of unmanned vehicles.

B. Computation Cost

The proposed scheme is established on LSSS. Here, we only
introduce our scheme in detail, and other related solutions can
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Fig. 6. Encryption time increases proportionally with the policy size.

be analyzed in the same way. The comparison of computation
cost is shown in Table III.

The computation cost of encryption and decryption algo-
rithms are both simple. In the encryption phase, our algorithm
will require one exponentiation for each attribute associated
with the ciphertext and one exponentiation, one multiplica-
tion in group G2, hence the cost is (d + 1)E1 + 2E2 ≈
(2.118 + 0.694d) ms. Then, two pairings are required during
the decryption phase in the proposed scheme.

VIII. IMPLEMENTATION AND EVALUATION

We implement a prototype of the proposed scheme in
Python 3.7.3 under Ubuntu 19.04 and the performance is
measured on a desktop machine running Intel Core i5-7500
3.40-GHz processor with 16-GB RAM. We carry out simu-
lation experiments in two parts. In one part, we implement
the proposed ABE scheme and compare its performance with
other schemes based on Charm library (version 0.50b) [44],
using Type-III curve MNT224 for pairings that takes
advantage of asymmetric groups to generate a bilinear map
e : G1 × G2 → GT . And it can provide 96-b security
level [45]. The other part is that we encrypt the online and
offline video data with the hybrid encryption method. We first
use AES (128 b in the CBC mode) to encrypt the data, then
the key of this symmetric encryption Key−AES is encrypted
by the proposed ABE algorithm Enc(Key−AES, γ ), lastly only
the applications satisfying the policy can decrypt according
data. In this way, we can realize the proposed in-vehicle data
access control scheme and make a corresponding performance
evaluation. For accuracy, we repeat our implementation 20
times on a desktop machine for each scheme, then the average
value is taken as the result of each experiment and used to
draw the contrast diagram.

A. Performance Analysis of the ABE Scheme

Besides our ABE scheme, we implement BSW’s [23]
scheme, Waters’s [46] scheme, and Agrawal’s FAME [47]
under the same setting. As we know, KP-ABE and CP-
ABE are opposite symmetric solutions, so we transform the

Fig. 7. Key generation time increases proportionally with the number of
attributes.

proposed scheme into CP-ABE and make a comparative
analysis with the above classical schemes. BSW formally
defines CP-ABE and it is widely used in later theoretical
studies. Waters’s [46] scheme is faster with a remarkable
performance, also more comparative. FAME is a fully secure
ABE scheme based on a standard assumption. We compare the
above schemes from three aspects: 1) encryption time; 2) key
generation time; and 3) decryption time.

We adopt an access policy of form {Attr1 and Attr2 and · · ·
and Attrn}, the size of the policy is n. In our implementation,
we set the size of the policies from 0 to 50 to test all the
schemes, then we can get 50 different policies. These policies
are converted to the access tree to generate decryption keys
by TTP. The number of attributes is also set from 0 to 50.

As described above, we develop 50 access policies and
analyze the change of scheme cost as the number of access
policies increasing, the experimental results are shown in
Fig. 6. We can observe that the cost of our encryption is
smaller than others, and it takes almost 0.1 s with policy
size 50. Furthermore, we show that the key generation time
increases proportionally with the number of attributes in Fig. 7.
What is more, Waters’s and the proposed scheme are superior
to other schemes. Fig. 8 illustrates the decryption time cost of
all schemes. It is obvious that our scheme and FAME outper-
form the others, which only take about dozens of milliseconds
to decrypt. BSW’s and Waters’s decryption time both increase
in direct proportion to the number of attributes. Therefore,
these schemes are not suitable for the situation where there is
a large universe of attributes.

According to the experiment, we assume that the size of
the attribute sets and the policy are both 50. Then, the com-
plete implementation of the proposed ABE scheme, including
set-up, encryption, key generation, and decryption algorithm,
takes about 0.54 s. It is worth noting that when applying the
ABE algorithm to our access control scheme, we only need to
update the key periodically or when an application is deleted
or installed. Thus, the actual overhead due to adding attribute
encryption is smaller. In the next part, we will introduce the
actual cost of the simulation experiment.
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Fig. 8. Change of decryption time cost as the number of attributes increased.

Fig. 9. Cost of frame encryption.

B. Evaluation of Simulation Experiment

In this section, we show the performance tradeoff to sim-
ulate the proposed access control scheme in CAVs. The
proposed scheme leverages AES and ABE to encrypt both
online and offline types of video data. Herein, we encrypt
video on the desktop to simulate the encryption of perceived
video information when the access control system is applied
on CAVs. We consider online video as the realtime data per-
ceived by the camera and the offline video as the important
historical data stored in the vehicle.

When simulating the encryption of real-time video in vehi-
cle, our experimental scheme is tantamount to capture video
into video frames. Each frame is equivalent to the real-time
raw data in the CAV, then we use the AES algorithm to encrypt
every video frame. In the implementation, we use two encod-
ing methods MJPEG and YUV420 to process video frames,
and we set FPS as 30. First, the above video is intercepted into
frames encoded as MJPEG, and the AES algorithm is carried
out frame by frame. Then, we repeat the process, except that
we change the frame encoding format to YUV420. Finally, we
cut off ten consecutive frames and the comparison results of
the two encryption experiments are shown in Fig. 9. We can
point out that the size of the frame for the same video frame

Fig. 10. Cost of the whole access control scheme.

YUV420 was about ten times larger than that for the MJPEG
frame. Even so, the overhead of using AES for encryption is
very small, at the microsecond level.

When encrypting offline video, we consider a video in for-
mat MP4 as a file, and find that the cost of encrypting this
type of file is also at the millisecond level.

Remarkably, when implementing the proposed access con-
trol scheme, the ABE’s set-up algorithm needs to be executed
only once during initialization, and the key distributed by TTP
can be reused by the application during the period without a
key update. Therefore, the cost of the whole scheme mainly
consists of the time of implementing the encryption, decryp-
tion of ABE and taking AES algorithm as shown in Fig. 10.
(In the worst case, every time the AES algorithm is executed,
and the ABE algorithm is executed.) In fact, there is no need
to execute the ABE algorithm all the time, because the key
of AES can be reused by applications to decrypt the data. So
the overhead of the proposed scheme only includes the cost
of AES, the delay is at the level of microseconds, and it is
suitable for an in-vehicle environment.

In a word, the experiment proves that the proposed attribute-
based access control scheme improves the security and privacy
of CAVs to a large extent, and the whole scheme cost is
acceptable.

IX. CONCLUSION AND FUTURE WORK

In this study, we proposed an attributed-based access control
scheme to fine-grain manage upper applications’ access to in-
vehicle data. This scheme is built on the distributed structure
of CAVs and adopts a fast ABE that allows only the appli-
cations that meet the user-defined access policies to obtain
corresponding information. Detailed security proof and anal-
ysis reveal that the proposed scheme can achieve its multiple
security goals. We also proved that the proposed ABE scheme
has a better performance than other security schemes. Finally,
its implementation shows that the cost of the proposed scheme
is relatively small, as its functions perform on the microsecond
level.
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In future work, we will continue to study the security
and privacy of CAVs, aiming to use more lightweight algo-
rithms with attribute revocation and policy hiding to meet more
complex security design requirements.
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